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Abstract	  	  
	  
	  
In	   the	  present	   report,	  within	   the	  program	  agreement	  MSE-‐ENEA,	   an	  efficient	   Immersed	  Volume	  Method	  
(IVM)	  for	  the	  computation	  of	  compressible	  viscous	  flows	  with	  complex	  stationary	  geometries	  in	  a	  staggered	  
non-‐uniform	  cartesian	  finite	  difference	  code	  (HeaRT	  code)	  is	  presented.	  
A	   background	   Cartesian	  mesh	   is	   generated	   for	   each	   staggered	   variable	   and	   a	   finite	   volume	   approach	   is	  
adopted	  in	  the	  layer	  near	  the	  immersed	  boundaries	  by	  means	  of	  cut	  cell	  method.	  Accurate	  description	  of	  
the	   real	   three-‐dimensional	   geometry	   inside	   the	   cut	   cell	   volume	   is	   preserved	   by	   means	   of	   triangulated	  
surface	   description	   instead	   of	   approximating	   it	   by	   a	   plane.	   The	   overall	   accuracy	   of	   the	   base	   solver	   (2nd	  
order	  in	  this	  article)	  is	  preserved	  by	  means	  of	  high	  order	  flux	  reconstruction	  in	  the	  cut	  cells.	  
The	   Large	   Eddy	   Simulation	   (LES)	   solver	   is	   parallelized	   using	   domain	   decomposition	   and	  message	   passing	  
interface.	  The	  robustness	  and	  accuracy	  of	   the	  method	   is	  proved	  simulating	  a	   laminar	   flow	  past	  a	  cube	  at	  
Re=	  215,	  a	  turbulent	  flow	  past	  a	  sphere	  with	  a	  sting	  at	  Re	  =	  51500	  and	  a	  turbulent	  premixed,	  stoichiometric	  
CH4/Air	  bluff	  body	  flame	  at	  Re	  =	  3200,	  both	  adopting	  the	  LES	  approach.	  
	  
	  



Introduction

The development and diffusion of LES as a more and more common methodology applied to
a wide variety of turbulent flows has been possible due to the rapid increase in computational
power. In particular, accuracy, robustness, efficiency and handling of complex three-dimensional
geometries are key requirements for LES engineering applications. Numerical codes based on
structured grids and finite difference scheme with a staggered formulation of the transported
variables fulfill all these requirements. While complex geometries are more naturally treated
with unstructured grids, structured grids let a more simplified management of data coding
and thus higher computational efficiency. Finite difference schemes, both explicit ([1],[2]) and
compact [3], are characterized by an aliasing error lower than other methods due to their
enhanced damping at high wavenumbers ([4],[5]) and thanks to the possible modified forms of
the non-linear advection terms, e.g., the skew-symmetric form [4]. The dispersive properties
(and robustness) of finite difference schemes are improved with respect to collocated schemes by
adopting a staggered formulation of variables ([3],[6]). Besides, staggering naturally provides
a fully conservative form of equations, and in particular guarantees the conservation of total
energy. Hence, within this outlined framework, an efficient, robust and accurate technique to
simulate complex geometries in structured grids is required, especially for compressible and
reacting turbulent flows.

Many flow physical problems involve geometrical complexities with irregular boundaries that
usually are not aligned with the grid. If that is the case, the solid boundary will cut through
this grid. Because the grid does not conform to the solid boundary, imposing the boundary
conditions will require to modify the governing equations in the vicinity of the boundary.

Two major classes of methods are suitable for treating arbitrarily complex geometries with
cartesian grids. They distinguish on the basis of their approach to impose boundary conditions
in the cells cut by the solid interface. The first includes the classical Immersed Bounday
(IB) methods where governing equations are modified adding forcing terms to account for the
embedded complex surface ([9],[10]). These methods are attractive because of their simplicity,
but their major drowbacks are the occurrence of non-divergence free velocities in incompressible
flows and spurious unphysical pressure oscillations in compressible ones due to not satisfying
strictly conservation of mass, momentum and kinetic energy near the irregular boundaries
([11],[12]). The second class includes methods based on the so called cut-cell method (also called
Cartesian grid methods) introduced first by Clarke [13]. This approach requires truncating the
Cartesian cells at the immersed boundary to create new cells which conform to the shape of the
complex surface. In this way, the advantage of a Cartesian grid is retained for the standard,
non-boundary cells and a more complex treatment is necessary only for the boundary cells.

The cut-cell method is based on a finite-volume discretization of the flow equations in the
cells cut by the immersed boundary surface; the local mass and momentum conservation are
satisfied. On a non-staggered grid, the velocity and density (or equivalently pressure, energy or
scalars) are collocated at the same nodes and the geometry of the associated control volumes
is also identical. With a staggered grid, the scalars’ cell and the cells associated to each of
the three velocity components are at different locations and have different shapes when they
are cut by an embedded boundary. A cut cell scheme for a staggered grid must deal with
this extra complexity in a consistent manner. Another complication of the staggered approach
involves the calculation of convective fluxes, because different interpolation stencils are used for
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velocities and scalars.
For sharp-interface cartesian grid methods, the so called "small cell problem" causing nu-

merical instability [14] arises when finite difference or finite volume methods are applied to
small-sized irregular cut grid cells. The new volume elements created by the cutting procedure
can be many times smaller than the original uncut cartesian cells. Their small volume can se-
riously increase the stiffness of the governing equations and can lead to problems of numerical
stability. Johansen and Colella [15] adopted a flux redistribution procedure. Most notable is
the cell merging technique used by Chung ([16],[17],[18]) that links small cells and adjacent
fluid cells to form master-slave pair.

Very few cut cell methods for staggered grids have been reported in literature and imple-
mentations of cut-cell based Cartesian grid methods for the compressible 3D Navier-Stokes
equations on staggered grid have never been presented to the best of authors’ knowledge. Kirk-
patrick et al. [17] proposed a method for representing curved boundaries as quadratic surfaces
for the solution of the incompressible Navier-Stokes equations on non-uniform staggered, three-
dimensional cartesian grid. In the same article, it was also developed a cell-linkig method to
overcome problems associated with the creation of small cells without adding the complexities
of cell-merging techniques. Meyer et al. [19] proposed a conservative, second-order accurate
Cartesian cut-cell method for incompressible Navier-Stokes equations in three-dimensional non
uniform staggered grids suitable for finite-volume discretization. To ensure numerical stability
for small cells they followed the conservative mixing procedure by Hu et al. [20]. Cheny et al.
[21] proposed a new IB method for incompressible viscous flows, based on the MAC method [23]
for staggered not-uniform Cartesian grids where the irregular boundary is sharply represented
by its level-set function and flow variables are computed in the cut cells and not interpolated.
Their method, called the LS-STAG method, is based on the symmetry preserving finite-volume
method by Verstappen and Veldman [24], which has the ability to preserve the conservation
properties (for total mass, momentum and kinetic energy). Seo et al. [22] proposed a method
for reducing spurious pressure oscillations in simulations of moving boundary problems with
sharp-interface immersed boundary methods, applying a cut-cell method to the solution of the
Poisson equation.

The purpose of this work is to present a new efficient, conservative, high-order accurate
(up to third order) Cartesian cut-cell method, called Immersed Volume Method (IVM) for the
compressible Navier-Stokes equations solved by finite difference method on three-dimensional
non-uniform staggered grids. This method is suitable for the extension to solid/fluid heat
conduction and to moving boundaries. The immersed boundary is represented by means of
triangulated surfaces (STL representation). In literature, the arbitrary curved or irregular
boundary is approximated (except for some cases in collocated grids ([25],[26]) by means of
a plane in each cut cell. Unfortunately for LES, unless a very fine grid is employed, the
representation of an irregular boundary (or shape) using a planar approximation is too crude,
with the deleterious result that additional errors are introduced into the flow solution in the
vicinity of the irregular boundary. The full geometrical characteristics of the cut cells, with the
intersecting surface described by polygons with different normals, are identified in a preprocessor
procedure and retained in flow solver calculations.

The IVM method solves exactly, by means of finite volume method, the flow variables in
the cut cells and links the velocities and energy fluxes to the thermodynamic variable changes
overcoming in this way the drawbacks of classical IB methods. The high-order fluxes calculated
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at the cut cells’ faces are also adopted in the finite difference Navier-Stokes discretization of the
Cartesian adjacent cells layer (with at least one face in contact with a cut cell) to match IVM
method with the general finite difference code. In fact, since the values ââof the fluid dynamic
variables are stored at the centroid of the cut cell volume of fluid, by directly applying a finite
difference method to this second layer, would lead to an incorrect fluxes evaluation (different
from that calculated by IVM method) and thendue to disagreement with the conservativity
property to numerical instabilities.

The flow variables are stored at the cut-cell volume centroid and, to ensure numerical
stability for small cells, a cell-merging/cell-linking method is adopted to form a master/slaves
pair. The basic idea is to combine several neighbouring cells together and to shift the original
cut cells volume centroids to that of the merged new cut cell [18, 27, 28].

The authors are currently working on an extension of the method to finite difference codes
with order of accuracy higher than two (explicit or implicit compact scheme) and heat con-
duction inside solid boundaries. A general formulation to impose boundary conditions and
calculate viscous and diffusive fluxes on the complex cutting surface is presented without in-
troducing ghost cells.

The paper is organized as follows. In Section 2 the governing equations within the LES
framework are presented. In section 3 the procedures adopted for determining the geometrical
characteristics of the cut cells are prescribed. Section 4 presents the IVM discretization for
the calculation of continuity, momentum and energy convective and diffusive fluxes. Section
5 is devoted to some numerical tests on non-reactive/reactive flows at low and high Reynolds
numbers for assessing the accuracy and robustness of the IVM method.

Governing Equations

In LES each turbulent field variable is decomposed into a resolved and a subgrid-scale part. In
this work, the spatial filtering operation is implicitly defined by the local grid cell size. Variables
per unit volume are treated using Reynolds decomposition, while Favre (density weighted)
decomposition is used to describe quantities per mass unit. The instantaneous small-scale
fluctuations are removed by the filter, but their statistical effects remain inside the unclosed
terms representing the influence of the subgrid scales on the resolved ones. In this article, a test
deals with combustion to show the robustness of the suggested technique. Gaseous combustion
is governed by a set of transport equations expressing the conservation of mass, momentum
and energy, and by a thermodynamic equation of state describing the gas behaviour. For a
mixture of Ns ideal gases in local thermodynamic equilibrium but chemical nonequilibrium, the
corresponding filtered field equations (extended Navier−Stokes equations) are:

• Transport Equation of Mass

∂ρ

∂t
+

∂ρũi

∂xi

= 0. (1)

• Transport Equation of Momentum
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∂(ρũj)

∂t
+

∂(ρũiũj + pδij)

∂xi

=
∂τ̃ij

∂xi

+
∂τ sgs

ij

∂xi

(2)

• Transport Equation of Total Energy (internal + mechanical, E + K)

∂(ρ Ũ)

∂t
+

∂(ρũiŨ + pũi)

∂xi

= −∂(qi − ũjτij + Hsgs
i + qsgs

i )

∂xi

(3)

• Transport Equation of the Ns Species Mass Fractions

∂(ρ Ỹn)

∂t
+

∂(ρũjỸn)

∂xi

=
∂

∂xi

(J̃n,i + J̃sgs
n,i ) + ρ˜̇ωn (4)

• Thermodynamic Equation of State

p = ρ

Ns∑

n=1

Ỹn

Wn

RuT̃ (5)

These equations must be coupled with the constitutive equations which describe the molecular
transport. In the above equations, t is the time variable, ρ the density, uj the velocities, τij the
viscous stress tensor, Ũ the total filtered energy per unit of mass, that is the sum of the filtered
internal energy, ẽ, and the resolved kinetic energy, 1/2 ũiũi, qi is the heat flux, p the pressure,
T the temperature, Ru is the universal gas constant, Wn the nth-species molecular weight,
ω̇n is the production/destruction rate of species n, diffusing at velocity Vi,n and resulting in a
diffusive mass flux Jn = ρYnVn. The stress tensor and the heat flux are respectively:

τij = 2µ (S̃ij −
1

3
S̃kkδij) (6)

qi = −k
∂T̃

∂xi

+ ρ

Ns∑

n=1

h̃nỸnṼi,n. (7)

In Eqn. 7, the first term is the heat transfer by conduction, modeled by Fourier’s law, the
second is the heat transport due to molecular diffusion acting in multicomponent mixtures and
driven by concentration gradients. The Hirschfelder and Curtiss approximate formula for mass
diffusion Vn in a multicomponent mixture is adopted, i.e.,

Jn = ρYnVn = −ρYnDn
∇Xn

Xn

= −ρ
Wn

Wmix

Dn∇Xn . (8)

where Xn = YnWmix/Wn and the Dn is

Dn =
1 − Yn∑Ns

j=1, j 6=n
Xj

Djn

, (9)

Djn being the binary diffusion coefficient. When inexact expressions for diffusion velocities
are used (as when using Hirschfelder’s law), and in general when differential diffusion effects
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are considered, the constrain
∑Ns

i=1 Ji =
∑Ns

i=1 ρYiVi = 0 is not necessarily satisfied. In this
paper, to impose mass conservation, an artificial diffusion velocity V c is subtracted from the
flow velocity in the species transport equations [31]. This velocity, assuming Hirschfelder’s law
holds, becomes :

V c = −
Ns∑

n=1

Wn

Wmix

Dn∇Xn . (10)

In Eqn. 2, the subgrid stress tensor, τ sgs
ij , is expressed through a Smagorinsky model:

τ sgs
ij = −ρ

(
ũiuj − ũiũj

)
≃ 2CR(x, t)ρ∆2Π

1

2

(
S̃ij −

1

3
ρq2δij

)
, (11)

where 1/3 ρq2 is the subgrid kinetic energy, S̃ij = 1/2 (∂ũi/∂xj + ∂ũj/∂xi) is the filtered strain

rate tensor, Π1/2 =

√
2S̃ijS̃ij is its module, ∆ = 3

√
V olume is the grid filter width, and CR is

the "constant" of the subgrid stress model, here dynamically computed. The unclosed subgrid
reaction rates in the Eqn. (4), are modeled using the Fractal Model FM , details of which
can be found in previous works [32]. In Eqn. 3, the subgrid energy flux Hsgs is modelled as
µt/Prt

∂ eH
xi

, Prt being the turbulent Prandtl number here assumed 0.9, while the subgrid heat

transfer qsgs
i as −µt/(µt + µl)k ∂T̃ /∂xi.

In the transport equation of the Ns Species Mass Fraction (Eqn. 4), the subgrid mass flux
J̃sgs

n,i is modelled using a gradient assumption as µt/Sct∂Ỹn/∂xi, Sct being the turbulent Schmidt
number, here assumed 0.7. Kinetic theory is used to calculate dynamic viscosity and thermal
conductivity of individual species [33]. The mixture-average properties are estimated by means
of Wilke’s formula with Bird’s correction for viscosity ([34],[35]), and Mathur’s expression for
thermal conductivity [36].

The finite difference code is second-order accurate. In the case of premixed reactive flows the
convective species and energy fluxes are computed adopting a third-order modified version of
the advection upstream splitting method (AUSM) to reduce spurious oscillations due to strong
unresolved density gradients in the flame front. Time-integration of Navier-Stokes equations
(1-4) is performed by means of the fully explicit third-order accurate TVD Runge-Kutta scheme
of Shu and Osher [38].

IVM method

Because of the staggering arrangement, momenta are located half a cell width from thermody-
namic variables and consequently four control volumes are defined and associated to the three
momenta and scalars (density, pressure, total energy, chemical species). Rather than storing
the flow variables at the original Cartesian cell center, the variables are collocated at the true
cut-cell volume centroid (that not always lies inside the fluid region) and the fluxes of these
variables are estimated at the area’s centroids of the fluid faces bounding the cut-cell. For
each of the four field variable type, the relevant geometric characteristics of the resulting cut
volume of fluid polyhedron, resulting from the difference of the original structured cell and the
intersecting volume of the solid, has to be derived. The mass fluid volume centroid, the fluid
volume fraction, the wetted surface areas and centroids are then used to interpolate variables
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and to calculate the fluxes required to solve the Navier-Stokes equations in the general finite
volume approach.

Cut cell geometric properties evaluation

A triangulated surface mesh is used to represent the solid boundary surface for three dimensional
problems (see Fig. 1). The vertices and the positive normals (towards the fluid region) of these
triangles are stored in a StereoLithography file (STL). Computational cells are divided in three
types: solid cells that are inside the solid volume, fluid cells that lie completely in the fluid and
cut cells that are intersected by the immersed boundary surface (see Fig. 1).

Figure 1: Top: A three-dimensional Cartesian grid illustrating the three types of cells in the cut-cell approach.
The red region (IV M = 1) denotes the fluid cells which lie entirely outside the solid boundary, whereas
the blue cells (IV M = −1) denote the solid cells which lie entirely inside the solid boundary. The
green cells (IV M = 0) correspond to the cut-cells which are intersected by the internal boundary.
Bottom: zoomed-in-view of the part of the immersed boundary region showing the computational
cartesian grid.

In a first stage, after the production of the cartesian structured computational grid, a marker
is assigned to each vertex of the cartesian cell (the grid may not be uniform) that determines
whether the vertex is inside or outside the solid. A ray tracing procedure is applied in order to
do this [29]. Referring to Fig. 2 a ray is traced from a point A and the number of intersections
with the solid triangulated surface is counted. The point A lies inside the solid if the number
of intersections is even, outside otherwise. Each computational cell’s face is divided into two
triangles whose vertices may be fluid or solid points (see the black bullets in Fig. 2). For
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Figure 2: Example of STL boundary surface representation and cut cell. Black line: cut structured cell; Blu line:
immersed boundary surface/cut cell intersection; gray line: immersed boundary surface represented
by triangulation, gray solid: internal solid part of the immersed boundary.

each cartesian cell face, the intersection points of the triangulated solid boundary surface (A-
B-C-D-E-F-G-H-A) with the two triangles of each face are evaluated by a fast triangle/triangle
intersection routine [30] and stored in a linking list associated to the computational cell face.
The intersection points are ordered to form a polyline (e.g., the connected blue points E-F-G-H
in Fig. 2) that divides the face (I-L-M-N) into two polygons respectively in the fluid (E-F-
G-H-I-L-M polygon of Fig. 2) and the solid region (E-F-G-H-N polygon). The wet polygon
of each face (if exists) is triangularized by a two-dimensional Delaunay triangulation, where
the intersection polyline of each face is adopted as a constraint. These boolean operations
are performed for all the faces of the original Cartesian cells with at least one internal vertex.
The faces’ wet polygons form a polyhedron that is closed by the surface of the immersed solid
boundary ∂Γ internal to the computational cartesian cell. In order to characterize this surface,
for each intersecting STL triangle, its intersection points with the cartesian face and its internal
vertices (if they exist) are stored in a second ordered list associated to the cell (e.g. the three
polygons E-F-D, D-F-G-B-C and G-H-A-B in Fig. 2 belonging to different planes). Once the
volume of fluid polyhedron is identified by its set of polygons, applying Gauss’s divergence
theorem, the wet volume may be calculated for example as:

V =

∫

V

dV =

∫

∂B

x̂i · n̂ dS , (12)

î and n̂ being the versor of the i− th direction and the normal surface versor, respectively, and
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∂B the polyhedron surface. Furthermore, the polyhedron fluid volume centroid coordinates xV
i ,

which usually does not coincide with the volumetric center of the original square grid cell, can
be calculated as

xV
i =

1

V

∫

V

xi dV =
1

2 V

∫

∂B

x2
i dA =

1

2 V

Nf∑

j=1

∫

∂Bj

x2
i dS, (13)

(14)

where Nf is the number of polyhedron’s polygonal faces. The centroid coordinates xA
i,j of the

j − th face area (“wetted“ or solid) are given by

xA
i,j =

1

Aj

∫

Aj

xi dA =
1

∑Nt,j

n=1 An,j

Nt,j∑

n=1

xi,nAn (15)

(16)

Nt,j being the number of triangles and An,j the area of the n − th triangle of the Delaunay
triangulation.

The “wetted“ and solid polyhedron’s areas must be calculated with high precision since in
the case of uniform pressure p no source terms related to the pressure gradient are present in
the three momentum equations and then the following equation must be satisfied in the i− th
coordinate direction:

∫

∂B

p̂i · d̂A = p

∫

∂B

î · d̂A = 0 (17)

(18)

This means that, geometrically, the projection along a fixed direction of the signed wetted
and solid surfaces must be zero (in this work is at least ∼ 10−17m2 ). In classical cut cell
methods, where the internal cutting surface is approximated by a plane, this requirement is
naturally fulfilled since the normal versor n̂ and the area of the solid boundary surface S are
calculated as:

n̂ = (
A+

x − A−
x

|S| ,
A+

y − A−
y

|S| ,
A+

z − A−
z

|S| ) (19)

(20)

where |S| =
√

(A+
x − A−

x )2 + (A+
y − A−

y )2 + (A+
z − A−

z )2 and A±
i being the wetted areas on the

positive/negative faces in the i − th direction.
Figure 3 shows the volume of fluid centroid (cvof) where field variables are collocated, the

six wetted areas’ centroids, the internal boundary surfaces and their normals.
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Figure 3: Example of cut cell geometric characteristics. Blue bullet: cut cell volume of fluid centroid; black
bullets: z-normal faces’s centroids; green bullets: x-normal faces’s centroids; red bullets: y-normal
faces’s centroid; blue edges with bullets: original cartesian cell; grey surface with blue edges: surface
intersection of the immersed body with the cartesian cell; blue arrows: the normals of the immersed
surfaces.

Small cell treatment

After calculating all geometric properties of the cut cells, the problem of removing small cut
cells has to be taken into account. In fact, the volume of fluid fraction V can be arbitrarily
small compared with that of the original cartesian grid cell. These small cell volumes increase
the stiffness of the system of equations and restrict the maximum time step that can be used in
an explicit time stepping procedure. Special treatment of such cells is necessary for numerical
stability and several approaches have been proposed in literature: the application of cell linking
[17], cell merging [22], the adoption of a redistribution technique for the cell’s volumes ([20],[19])
and mixed approaches [39]

In this work, the solution of a combined cell-merging/cell-linking approach proposed by
Hartmann et al. [39] is adopted. The basic idea is to combine several neighbouring cells together
in a newly combined larger cell. To implement this technique, we need first to determine which
cells should be merged. A cut cell is considered a slave cell when its volume fraction is less then
one half of the original Cartesian cell. Let ns be the mean normal versor of the solid boundary
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surface, characterized by Np polygonal surfaces (see Fig. 3):

ns =

∑Np

k=1 Aknk∑Np

k=1 Ak

(21)

Ak being the k− th surface area with normal nk. The master cell is chosen in i− th coordinate
direction maximizing the dot product n̂s·(±n̂i), i = 1, 2, 3 , n̂i being the versor of i − th
coordinate direction. When multiple master cells are identified, the greatest is chosen. In the
case that the master cell m is a slave cell of another cell m⋆, both s and m become slave cells
of m⋆. The cell volume Vm⋆ and the centroid xVm⋆ of the combined master-slave(s) cluster m⋆

are computed as:

Vm⋆ = Vm +
Ns∑

k=1

Vsk
(22)

xVm⋆ =
xVmVm +

∑Ns

k=1 xVsk Vsk

Vm⋆

(23)

Aj
m⋆ =

Ns∑

k=1

(Aj
sk
|nk

i × nj|) (24)

xAj

m⋆ =
xAj

mAj
m +

∑Ns

k=1(x
Aj

sk Aj
sk
|nk

i × nj|)
Aj

m⋆

(25)

Ns being the number of slave cells associated to the master cell m, Vsk
and xVsk the volume

and the volume centroid of the slave cell sk respectively, nk
i the versor of the i− th direction of

connection between the slave cell sk and the master cell m, Aj
sk

the slave face area with normal
in the j − th direction. The data are copied to the slave cell(s) sk ∈ S and the master cell
according to

xVm ← xVm+S (26)

xVsk ← xVm+S ,∀sk ∈ S

xAj
m ← xAj

m⋆

∂Bm ← ∂Bm+S

V m ← V m+S

Aj
m ← Aj

m⋆ .

In this way, all small cells, linked and merged with a suitable master cell m, is treated in the
numerical method as passive cells contributing to the balance equations only through fluxes
exchange across its surface.

IVM method discretization

In this section, first we describe how performing high order least-squares reconstruction in each
cut cell, next we discuss boundary conditions enforcement and advective and diffusive flux

14



calculation.

Least-Squares interface reconstruction

While fluxes evaluation is straightforward in structured grids, it becomes more difficult at cells
cutted by solid boundaries. In the proposed formulation, the least-squares method is adopted
to obtain a discretization scheme which is flexible in terms of the local cut cell volume topology
and the shape of embedded boundaries and conserves mean value in the control volumes. The
cell interface values of the solution variables are found using Taylor series expansion about the
cell centroid ci of the volume i:

φINT
ci

(x) = φci
+

∂φ

∂x

∣∣∣∣∣
ci

∆x +
∂φ

∂y

∣∣∣∣∣
ci

∆y +
∂φ

∂z

∣∣∣∣∣
ci

∆z +
∂2φ

∂x2

∣∣∣∣∣
ci

∆x2 +
∂2φ

∂y2

∣∣∣∣∣
ci

∆y2 + (27)

+
∂2φ

∂z2

∣∣∣∣∣
ci

∆z2 +
∂2φ

∂x∂y

∣∣∣∣∣
ci

∆x∆y +
∂2φ

∂y∂z

∣∣∣∣∣
ci

∆y∆z +
∂2φ

∂x∂z

∣∣∣∣∣
ci

∆x∆z

with ∆x = x − xci
, ∆y = y − yci

, ∆z = z − zci
being the distances, along the three cartesian

coordinates, between the reconstruction point and the centroid ci where derivatives in Eqn.
(27) are calculated. Obviously, if a first order reconstruction is required, only the first four
terms must be retained in Eqn. (27). The computational stencil of the least squares system,
is constructed looking at the neighbouring control volumes ensemble {Sj}i (j = 1, ..., Ni) of
the cut/cartesian cells (the small cut cells are excluded). The control volume ensemble {Sj}i

must include a sufficient number of control volumes for the determination of the derivatives
in Eqn. (27). The minimum number of unknowns for the linear and quadratic reconstruction
in 3D are 4 and 10 leading to a 2nd and 3rd order accuracy respectively. In practice, in this
work, a maximum number of 20 points are used to construct the stencil of the least square
method, imposing the conservation of mean in the control volumes and boundary conditions.
The conservation of the mean value within the control volume Vi of the interpolating function
φINT

ci
(x) requires that the following equation must be satisfied:

φi =
1

Vi

∫

Vi

φINT
ci

(x) dV. (28)

Substituting the Taylor series, Eqn. (27) in Eqn. (28), collocating the mean value at the volume
centroid, gives [40]

0 =
∂φ

∂x

∣∣∣∣∣
ci

x +
∂φ

∂y

∣∣∣∣∣
ci

y +
∂φ

∂z

∣∣∣∣∣
ci

z +
∂2φ

∂x2

∣∣∣∣∣
ci

x2

2
+

∂2φ

∂y2

∣∣∣∣∣
ci

y2

2
+ (29)

∂2φ

∂z2

∣∣∣∣∣
ci

z2

2
+

∂2φ

∂x∂y

∣∣∣∣∣
ci

xy +
∂2φ

∂y∂z

∣∣∣∣∣
ci

yz +
∂2φ

∂x∂z

∣∣∣∣∣
ci

xz .

with
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xmynzp
i =

1

Vi

∫

Vi

(x − xci
)m(y − yci

)n(z − zci
)p dV. (30)

that considering the expression of the centroid in Eqn. (13) reduces to calculate moments of
the volume Vi respect to ci (using Gauss’ theorem). If a first order reconstruction is adopted,
and the mean value is collocated at the volume of fluid centroid, the conservation of the mean
condition is automatically satisfied [18].

Computing the mean value of the reconstruction φINT
ci

(x) in a volume Vj of the ensemble
{Sj}i, that forms the compact stencil of the least square method, implies that:

φj =
1

Vj

∫

Vj

φINT
ci

(x) dV = φi +
∂φ

∂x

∣∣∣∣∣
ci

(
1

Vj

∫

Vj

(x − xci
) dV

)
+

+
∂φ

∂y

∣∣∣∣∣
ci

(
1

Vj

∫

Vj

(y − yci
) dV

)
+

∂φ

∂z

∣∣∣∣∣
ci

(
1

Vj

∫

Vj

(z − zci
) dV

)

+
∂2φ

∂x2

∣∣∣∣∣
ci

(
1

Vj

∫

Vj

(x − xci
)2 dV

)
+

∂2φ

∂y2

∣∣∣∣∣
ci

(
1

Vj

∫

Vj

(y − yci
)2 dV

)
(31)

+
∂2φ

∂z2

∣∣∣∣∣
ci

(
1

Vj

∫

Vj

(z − zci
)2 dV

)
+

∂2φ

∂x∂y

∣∣∣∣∣
ci

(
1

Vj

∫

Vj

(x − xci
)(y − yci

) dV

)

+
∂2φ

∂y∂z

∣∣∣∣∣
ci

(
1

Vj

∫

Vj

(y − yci
)(z − zci

) dV

)
+

∂2φ

∂x∂z

∣∣∣∣∣
ci

(
1

Vj

∫

Vj

(x − xci
)(z − zci

) dV

)

Following the work of Gooch [40] in order to avoid the calculation of moments of each
control volume Vj with respect to ci, in Eqn. (31) x − xci

,y − yci
,z − zci

are replaced with
(x − xcj

) + (xcj
− xci

), (y − ycj
) + (ycj

− yci
), (z − zcj

) + (zcj
− zci

) respectively:

φj = φi +
∂φ

∂x

∣∣∣∣∣
ci

x̂ +
∂φ

∂y

∣∣∣∣∣
ci

ŷ +
∂φ

∂z

∣∣∣∣∣
ci

ẑ +
∂2φ

∂x2

∣∣∣∣∣
ci

x̂2 +
∂2φ

∂y2

∣∣∣∣∣
ci

ŷ2 (32)

+
∂2φ

∂z2

∣∣∣∣∣
ci

ẑ2 +
∂2φ

∂x∂y

∣∣∣∣∣
ci

x̂y +
∂2φ

∂y∂z

∣∣∣∣∣
ci

ŷz +
∂2φ

∂x∂z

∣∣∣∣∣
ci

x̂z

with

x̂nymzp =
1

Vj

∫

Vj

(
(x − xcj

) + (xcj
− xci

)
)n(

((y − ycj
) + (ycj

− yci
)
)m(

((z − zcj
) + (zcj

− zci
)
)p

dV (33)

=

p∑

r=0

{
p!

r!(p − r)!
(zcj

− zci
)r

m∑

l=0

{
m!

l!(m − l)!
(ycj

− yci
)l

m∑

l=0

[ n!

k!(n − k)!
(xcj

− xci
)kxn−kym−lzp−r

]}}

The overdetermined system of equations (29,32) can be written in matrix form as
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∆φ = S dφ (34)

where

∆φ =




0

φ1 − φci

φ2 − φci

...

...

φNi
− φci




(35)

S =




xi yi zi x2
i y2

i z2
i xyi yzi xzi

x̂1 ŷ1 ẑ1 x̂2
1 ŷ2

1 ẑ2
1 x̂y1 ŷz1 x̂z1

x̂2 ŷ2 ẑ2 x̂2
2 ŷ2

2 ẑ2
2 x̂y2 ŷz2 x̂z2

...

...

x̂Ni
ŷNi

ẑNi
x̂2

Ni
ŷ2

Ni
ẑ2

Ni
x̂yNi

ŷzNi
x̂zNi




(36)

dφ =
[

∂φ
∂x

∂φ
∂y

∂φ
∂z

∂2φ
∂x2

∂2φ
∂y2

∂2φ
∂z2

∂2φ
∂x∂y

∂2φ
∂y∂z

∂2φ
∂z∂x

]
(37)

The system of equation (34) becomes:

(STS)−1ST∆φ = C∆φ = dφ (38)

where the C matrix has dimension (Ni +1) x (Ni +1), it contains only geometric constants, and
it may be computed and stored in a preprocessing stage. Figure 4 shows, for a scalar centroid,
the interpolation stencil used for the determination of the least square system (34).

Application of boundary conditions

Boundary conditions are imposed in Eqn. (34) by prescribing the values of a variable or its
derivatives on specific auxiliary points of the boundary surface. Each point is created for the
cut cell, by finding the intersection point xib of the line passing from the volume of fluid centroid
having the direction of the mean normal to the solid surface ∂B. Given the mean normal of
the boundary cutting surfaces Eqn. (21), if one of the normals of the triangulated boundary
surface (e.g., the edge of a cube intersecting a cartesian grid), forms an angle greater then a
fixed value (30◦ in this work), other boundary points are added as boundary constraints (surface
centroids). For example, the velocities no-slip condition for a non-moving body (a Dirichlet
boundary condition) is imposed at these auxiliary points xib by means of φINT (xib) = φ(xib) =
0, ib = 1..Nb (Nb is the number of boundary points in the interpolation cloud) in the vector ∆φ
of Eqn. (34). Since

17



Accordo di PROGRAMMA MSE-ENEA

Figure 4: Example of points cloud used for the interpolation of scalar variables. White line: stl surface trian-
gulation; black line: original cartesian volume of the cut cell and its boundary cutting surface; red
bullets: surface boundary points; blue bullets: the serrounding volume of fluid centroids; blue cube:
centroid of the second layer cells; cartesian edges: different colour shades indicate cut cells forming
master-slave pair (green and orange).

φINT
ci

(xib) = φci
+

∂φ

∂x

∣∣∣∣∣
ci

∆xib +
∂φ

∂y

∣∣∣∣∣
ci

∆yib +
∂φ

∂z

∣∣∣∣∣
ci

∆zib +
∂2φ

∂x2

∣∣∣∣∣
ci

∆xib
2 +

∂2φ

∂y2

∣∣∣∣∣
ci

∆yib
2 + (39)

∂2φ

∂z2

∣∣∣∣∣
ci

∆zib
2 +

∂2φ

∂x∂y

∣∣∣∣∣
ci

∆xib∆yib +
∂2φ

∂y∂z

∣∣∣∣∣
ci

∆yib∆zib +
∂2φ

∂x∂z

∣∣∣∣∣
ci

∆xib∆zib ,

with ∆xib = xib − xci
, ∆yib = yib − yci

, ∆zib = zib − zci
, the system (34) becomes
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∆φ =




0

φ(x1b
) − φci

φ(x2b
) − φci

...

φ(xNb
) − φci

φNb+1 − φci

...

...

φNi
− φci




(40)

S =




xi yi zi x2
i y2

i z2
i xyi yzi xzi

∆x1b
∆y1b

∆z1b
∆x2

1b
∆y2

1b
∆z2

1b
∆x1b

∆y1b
∆y1b

∆z1b
∆x1b

∆z1b

∆x2b
∆y2b

∆z2b
∆x2

2b
∆y2

2b
∆z2

2b
∆x2b

∆y2b
∆y2b

∆z2b
∆x2b

∆z2b

...
∆xNb

∆yNb
∆zNb

∆x2
Nb

∆y2
Nb

∆z2
Nb

∆xNb
∆yNb

∆yNb
∆zNb

∆xNb
∆zNb

x̂1 ŷ1 ẑ1 x̂2
1 ŷ2

1 ẑ2
1 x̂y1 ŷz1 x̂z1

x̂2 ŷ2 ẑ2 x̂2
2 ŷ2

2 ẑ2
2 x̂y2 ŷz2 x̂z2

...

...

x̂Ni
ŷNi

ẑNi
x̂2

Ni
ŷ2

Ni
ẑ2

Ni
x̂yNi

ŷzNi
x̂zNi




(41)
The red and blue colors of the matrix coefficients in Eqn. (40) and (41) refers to the points
showed in Fig. 4 representing boundary points and volume of fluid centroids respectively.

After calculating the gradient of Eqn. 27 at a boundary point xib , multiplying it by the
component of the local normal direction nib , it is possible to evaluate the normal derivative and

impose a Neumann boundary condition
∂φ(xib

)

∂n
= gn(xib):

∇φINT
ci

(xib) · nib = (
∂φ

∂x

∣∣∣∣∣
ci

+
∂2φ

∂x2

∣∣∣∣∣
ci

∆xib +
∂2φ

∂x∂y

∣∣∣∣∣
ci

∆yib +
∂2φ

∂x∂z

∣∣∣∣∣
ci

∆xib) nibx
+ (42)

+(
∂φ

∂y

∣∣∣∣∣
ci

+
∂2φ

∂y2

∣∣∣∣∣
ci

∆yib +
∂2φ

∂x∂y

∣∣∣∣∣
ci

∆xib +
∂2φ

∂y∂z

∣∣∣∣∣
ci

∆zib) niby
+

+(
∂φ

∂z

∣∣∣∣∣
ci

+
∂2φ

∂z2

∣∣∣∣∣
ci

∆zib +
∂2φ

∂y∂z

∣∣∣∣∣
ci

∆yib +
∂2φ

∂x∂z

∣∣∣∣∣
ci

∆xib) nibz
= gn(xib)

In this case, the Least Square Matrix of the metric coefficients S becomes:
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S =




xi yi zi x2
i y2

i z2
i xyi yzi xzi

nx1b
ny1b

nz1b
∆x1b

nx ∆y1b
ny ∆z1b

nz ∆y1b
nx + ∆x1b

ny ∆y1b
ny + ∆z1b

ny ∆x1b
nz + ∆z1b

nx

nx2b
ny2b

nz2b
∆x2b

nx ∆y2b
ny ∆z2b

nz ∆y2b
nx + ∆x2b

ny ∆y2b
ny + ∆z2b

ny ∆x2b
nz + ∆z2b

nx

... ... ...
nxNb

nyNb
nzNb

∆xNb
nx ∆yNb

ny ∆zNb
nz ∆yNb

nx + ∆xNb
ny ∆yNb

ny + ∆zNb
ny ∆xNb

nz + ∆zNb
nx

bx1 by1 bz1
cx2

1
cy2

1
bz2

1 cxy1 cyz1 cxz1

bx2 by2 bz2
cx2

2
cy2

2
bz2

2 cxy2 cyz2 cxz2

... ... ...

... ... ...

bxNi
byNi

bzNi

cx2
Ni

cy2
Ni

bz2
Ni

cxyNi
cyzNi

cxzNi




(43)
while the vector ∆φ is:

∆φ =




0
g(x1b

)
g(x2b

)
...

g(xNb
)

φNb+1 − φci

...

...

φNi
− φci




(44)

In this work, no slip boundary conditions for all the three velocity components and Neumann
boundary conditions

∂φ(xib
)

∂n
= 0) for density, energy and species mass fraction, are applied at

boundary points (determined as described in the initial section of this paragraph) , while
Neumann boundary conditions are enforced at Gauss boundary integration points for pressure.

Fluxes calculation

Integrating Eqns. (1-4) over the volume Vi of the cut cell and using the divergence theorem:

∂Q

∂t
=

1

Vi

∫

∂Bi

F · ndA + S (45)

(46)

where Q = [ρ, ρu, ρU , ρYi]
T , is the vector of conserved variables, S = [0, 0, 0, ρω̇]T , F = Finv+Fv

being the flux vector containing an inviscid part Finv and a viscous part Fv, and n the outward
unit normal vector to the cut cell surface dA.

The inviscid surface integral in Eqn. (45) is approximated as:

1

Vi

∫

∂Bi

Finv · ndA =
1

Vi

Nf∑

j=1

∫

∂Aj

Finv
nj

(QL,QR) dAj (47)

(48)

Here, Finv
nj

(QL,QR) represents the numerical convective flux in the direction normal to the
face Aj, (nj being the outword versor normal to Aj face) as a function of the reconstructed
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solution UL/R on both sides of Aj. The superscripts ”R” and ”L” refer to the spatial limit
respectively on the outside and inside of the cut cell Vi with respect to its face Aj. In particular
QL represents the solution calculated on the face Aj using the interpolation function φINT

i in
Vi, while QR represents the reconstructed solution calculated on Aj using the interpolation
function φINT

j in the neighbouring cell Vj (Vj cell may be a cut cell or a second layer cell).
Since the flux Finv

nj
(QL,QR) varies along the face Aj (quadratically in this work), it must

be evaluated at each Gauss point xg (or at the face centroid when linear reconstruction is
adopted). The flux is formulated using a modified version of the advection upstream splitting
method (AUSM) [41]. In this method, the inviscid flux is split into a convective component
and a pressure term involving the Mach number Mg = vg/ag, such that the numerical inviscid
flux Fj(xg), can be computed as

Fj(xgj
) =

1

2

{
Mm

j [(fj)
L + (fj)

R] + |Mm
j |[(fj)L − (fj)

R]
}

+ pm (49)

where

Mm
j = 0.5((fj)

L + (fj)
R) (50)

and

fj =




ρc
ρcu

c(ρU + p)
cρYn


 .

ρ, c,u,U , Yi being density, sound velocity, velocity vector, total energy, species mass fraction
respectively. The pressure term pm is computed such that

pm =

{
(pm)L

[
1

2
+ χ

(
Mm

j

)L
]

+ (pm)R

[
1

2
− χ

(
Mm

j

)R
]}




0
um

0
0


 . (51)

where a dissipative splitting at χ = 0.5 is used to dump spurious oscillations.
With the details of the gradient expression in mind (eq.42), viscous flux Fv in Eqn. 45

are now derived. First, it is calculated the gradient at the centroid xAj of the face Aj (the
gradient varies linearly inside each cut cell) from the reconstruction functions φINT

i in Vi and
φINT

j in the neighbouring cell Vj. The surface gradient is computed as a distance weighted
convex combination of cell center gradients:

∇φ(xf) = wi∇φINT
i (xf ) + wj∇φINT

j (xf ) (52)

with

{
wi =

|xci
−xf |

|xci
−xf |+|xcj

−xf |

wj = 1 − wi
(53)
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Due to the staggering, for each type of cut cell Vi (velocity or scalars) and for each of the
6 possible wetted polyhedron’ faces, the index of the corresponding neighbouring cell Vj is
required to reconstruct the left and right solutions. All the required indexes are stored in a
pre-computed list (see Fig. 5), readily available at runtime calculation.

Figure 5 shows the neighbouring centroids (red bullets) of the Uz interpolation function
used to calculate the left and right states on the positive (A,B centroids) and negative (B,C
centroids) faces with normal versor parallel to the z direction of a ρ cut cell (the centroid D,
indicated with a blue open circle).

Figure 5: Interpolation functions of ρUz used to calculate left and right states on density cut cell. Blue open
circles: density centroids; red circles: ρUz centroids; red dot-line grid: original cartesian ρUz grid;
blue line grid: original cartesian ρ grid; black line: boundary surface.

To compute wall shear stress on the boundary surfaces of no-slip walls of a cut cell Vi,
the components of the stress tensor τ(xbi

) (i = 1..Np) must be calculated at the cut cell’s
boundary face centroids. In the general case of a boundary surface constituted by Np polygons
with different normals (this is the case of high curvature boundary surfaces immersed in coarse
cartesian grid), the expression of the viscous flux integral related to the boundary surface in
Eqns. (45) is approximated as
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1

Vi

∫

∂Bw

Fv · ndA =
1

Vi

Np∑

k=1

τ(xbk
) · nk dAk (54)

(55)

with ∂Bw the wall boundary surface of the cut cell Vi, nk the versor of k − th boundary
polygonal surface, τ the stress tensor calculated specifing velocity gradients ∇uINT

x (x, y, z),
∇uINT

y (x, y, z), ∇uINT
z (x, y, z) at the k − th boundary surface centroids xbk

.
In order to couple the finite volume method of the Immersed Volume method and the finite

difference general code, the convective or diffusive term F in the transport equation for a second
layer cell is calculated as:

Fi =
f IV M

i,p ci,p + f IV M
i,n ci,n + f fd

i,p (1 − ci,p) + f fd
i,n(1 − ci,n)

V ol2l

(56)

where V ol2l is the volume of the second layer cell, f IV M
i,p is the flux, on the positive face p (n,

stands for the negative one) with normal i, calculated by the finite volume solver of the IVM
method, f fd

i,p that calculated by the general finite difference code and the coefficient ci,p(n) is 1
if the positive (negative) face is in contact with a cut cell, 0 otherwise.

Numerical results and validation

The accuracy and robustness of the Immersed Volume Method is validated by computing two
three-dimensional test cases. The solver has been fully parallelized using the Message Passing
Interface (MPI) libraries such that parallel computations on shared and distributed memory
systems are possible.

Flow past a cube at Re = 215

The flow past a cube is an appropriate validation test case, because of the presence of sharp
edges boundaries, cut cells with internal volume and faces centroid. The Reynolds number
based on the freestream velocity is defined as Reedge = ρuL

µ∞
= 215, with L being the edge

lenght of the cube. For the three-dimensional simulation of a uniform flow past a cube, a
computational domain Ω: [-2.5L, 2.5L]x[-2.5L, 2.5L]x[-2.5L, 7.5L] is used, with the midpoint of
the cube located at the system origyn. The cartesian domain contains approximately 3.0 million
of cells. The grid is refined near the cube edges in all directions. Computations for this Reynolds
number found a symmetric and steady flow as shown in Fig. 6 where the instantaneous pressure
and axial velocity contour around the cube are reported. The recirculating lenght is 2.73 ([42]),
while the drug coefficient is 0.864 (0.866 from the classical fit Drug coefficient curve[42]).

Is clearly visible the expansion that occurs near the edge of the cube and the consequent
speed increase (see Fig. 6 ). Despite the presence of cube’s edges, and so of strong gradients of
velocities, the streamtraces are very regular, (see Fig. 6 ) this confirm the stability of the new
proposed method.
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Figure 6: Flow past a cube: left) color map of pressure at the plane x-z, and y=0; right) snapshot of the axial
velocity at the plane x-z, and y=0.

Flow past a sphere at Re = 51500

In this section the LES of the Bakic experiment [46] of the flow past a sphere with sting at Re =
51500 is presented. Several simulations of the flow past a sphere in the sub-critical regime have
been carried out, contributing to a better understanding of fluid and vortex-shedding dynamics.
Tomboulides et al. [47] performed time-accurate direct numerical simulation up to Re = 1000.
Costantinescu et al. carried DES for studying the flow behind a sphere for the sub-critical
and supercritical regimes at Reynolds numbers in the range of 104 − 106 [48]. More recently
Rodriguez et al. [49] performed DNS of the flow over a sphere in the subcritical regime at Re =
3700, determining the separation point and vortex shedding characteristics frequencies. The
Reynolds number based on the freestream velocity is defined as ReD = ρ∞u∞D

µ∞
= 51500, with

D being the sphere diameter (0.0614 m). For the three-dimensional simulation of the flow past
a sphere, a cartesian computational domain Ω: [−1.7D, 5D]x[−4.88D, 4.88D]x[−4.88D, 4.88D]
is used with [280]x[140]x[140] points in the z (streamwise), x and y directions respectively. The
midpoint of the sphere is located at the system origyn. The grid is locally refined near the
surface of the sphere, along the stick (that has a diamater d of 0.13D) and near the separation
regions. The free stream air velocity U∞ is 12.6 m/s and the corresponding Mach number
Ma∞ = U∞/c∞ = 0.037. The inlet turbulence level is 0.56% and these turbulent inflow
boundary conditions are artificial prescribed by means of the Klein procedure [50].

Premixed CH4/Air past a cube at Re = 3200

The flow past a cube with combustion is chosen as an appropriate validation test case, because of
its sharp edge boundaries, cut cells with internal volume and faces’ centroids and sharp density
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Figure 7: Instantaneous axial velocity; pressure isosurfaces at 101317 Pa and 101409 Pa. Zoomed in view: STL
of the solid surface (white lines) and simulation grid (black lines).

and velocities gradients. The Reynolds number based on bulk quantities at the duct section
(assuming its half width as reference length) crossing the cube leading edge is ReLED = 3200
and the maximum Mach number is ∼ 0.05. For the three-dimensional simulation of a uniform
flow past a cube, a computational domain Ω:[−2L, 3.5L]x[−2L, 2L]x[−2L, 2L] is used, L being
the cube size.

A reduced kinetic mechanisms for the CH4 with 5 chemical reacting species and 3 reactions
is adopted. The premixed stoichiometric mixture is preheated up to 650K since with an inlet
temperature of 300K the flame is stretched by high velocity gradients. The cartesian not uni-
form domain has 120x80x80 grid points in the axial and spanwise directions. It is clearly visible
the separation region that occurs near the lower edge of the cube and the consequent formation
of a lateral first recirculation region at the side walls immediately after the separations. The
flame is attached in the second recirculation region downstream of the cube bluff-body and
because the first lateral vortex is able to go up stream up to the leading edge of the cube (see
Fig. 8).
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Figure 8: Premixed flame past a cube: a) Temperature isosurface (1500K) coloured by axial velocity Uz and
Temperature slice; b) x-z plane of instantaneous Uz with streamlines.

0.1 Conclusions

A cut-cell based Cartesian grid method for three-dimensional compressible flows and not-
uniform staggered grid is presented. The small-cell problem inherent in Cartesian cut-cell
methods is solved using a cell-merging/cell-linking technique. The effective treatment of the
small cells enabled the use of rather large CFL numbers in simulations. The accuracy of the
viscous fluxes is second order. Along with this extension, the solver is currently being extended
for combustion problems and heat transfer between the solid and the fluid flow.
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